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1. (11%} Auswer the following shory guertions. Explain your answers; otherwise you will not
get any point,

{2} {2%) Which ol ihe following three representations [or the value of 2804 has Lhe grealaal
precision? (i) 0003, « 5% (1) 0.03405 x 8 (1ii) 0.3400 x &2,

(b) (2%} In 4 64-bit hyte-addressable machine, how much does the progmm count (P need o
be incrementod after the currenl instraction s fetched”

{e} {2%) How many instruction bits are required 1o specily two operand regisiers and one resuld
registes in a machine that has 32 general-purpase vepisters?

(d) (3%} A displneement addressing mode has an offset specified relative to o base value, An
cxamjple 1s shown holow;
Add E4,100(R1) (meaning: R4 < RA+M[1004R1]D
‘The value 100 in the alove exampte iz called the displocement Tn a machine in which all

Liskrnrtings are 32 bits with a 6 bl opeoda, what Is tle maximurm valre of the displacement.
Agsume thal the machine has 32 gepera - purpose repislers.

(2] (2%%) When an instruction actually containg the effective address of an operand, the address is
an ghsofute address, How ran the displacemant addressizg be nsed 10 do absalute addressing?
L'se the above syample o explain vour idea.

2. (6%) Consider the design of dyramic randoro-access memory {DRAM].

(a) (23] Explain why DRAM ueeds rofreching,

{) {4%) A certain DRAM chip organizea its neemury cels nlo a 128 = & 211 arcay, M roquires
refrezhing at least onee every 2 ms. Refreshing is accomplished by internally reading and
writing all 128 rows of memory cells in sequenes. Suppose the memory cycle time i3 500
ns. What jo the ovorhead of refreshing? (i.e., what percentage of time doss the chip do
refreshing”)

3. (1%} Suppose we waut to write an imare file of 1MB to Lacd disk. The softwnre averhoad of
initialing the teansfer lakes 0.0 ms. The disk rotates in 10 s, las 50 0K scctors per frack
anel 10 tracks per cylinder. Cylinder seck {ime is 15 g, but the diek can switch from nne rrack
to anolher of the same vylinder in essentially zero time, Sippuose the irnage file willt be writte to
cattlgnonus sectors of Lhe disk, Determive Ui amount of fime to write thiz image file to the disk.

4. (4%} A pipelined processor can feteh ane instroction for execution ju each cycle, Due toits internal
Drganization, the pipeline will always feich and sxecare the instruction immediately following a
conditional branch, To aveid eXecuting wrong imstructiong, a urenple minded solution is 4o always
userl an NOF (no-operation) after the conditional beanch, BLE

ADD R1.R2,R3 ;A1 <=-- R2+R3

BGTZ R1.Loop ;branch to Loop if R129
NOP ;alwvays ezecuted '
SUH R4 RS, RE

Loap:

Ty v rearrange the above nstructions so as wo eliminate K0P, Explaiu under what conditions yon
cal malke this rearrangement.
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& What will be the decirnal oumbers for 0001 and '[}[][]{'_J 7

la] {1%%] sign magnitude

{h) (2%) ones eoruplemnent

(e} (2%} twoscomplement,

6. Assumo that X = wpx2y and V = yopape ate nnsigned integers. Dosign s 3-bit

cemnbinational multiplier for # = XY with AND gaies and foll adders.

(a} (1%} How many biks are required for the product P 7

(b} (1) Tlow Many AND gates are required 7

{c] {1%]) How many full adders are recuired ?

(7 (5% Draw the logic cirenit with full adders and AND gates.

(2) (2%) Assume that the delay of AND gave is & and the delay of a [l adder

13 d. What 19 the multiphication lime 7

7. Theen are CDROMy, RAMs{random access memory), hard disks and caches in
a4 Computer systen.

{a] (2%) Which one is the main mernory ?

{b) (2%} Which one is the immediale temporary slurage between the processor
registers and maln memory !

{e} (2%) Which are sccondary memory ?
(d) (2%) Which one can be virtual memory ?

(e} (2%) Which one should have the fast secess 1ime ?

2 {a) Why do we need dynamic linking? (5%)
{b) How do a compiler and the operating aystem coopecate to support dybamic
linking? (5%}

(c) Boes any PC-based operating system support dynamic linking? If so, how?
{3%) '

T {a} Define different kinds of elapse time for accessing direct access devices such as
 hard disks. (3%)

(b} What kind of elapse time 1s the most criticai? (2%)
{c) Deseribe 4 simple scheduling policy for minimizing such elapse time. {5%)
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19.(10%) Does the following algorithm satisly all the three requirements for the
critical-section problem 7 Why ?
Assurme that the » processes share the following vaubles:
var faearray[0..1] of (idle , want-in, in-cs)
turr: 0.n-
All the clements of flag are initially idle; the initial value of rern is
immatetial  (between 0 and #-!). The following program is for process

FPi:
vur fo
repeat
repeat
Hegfif = wemt-fn
Frturn
whilej ~= i
da if  flayrfi] <> idia
then | = turn;
elsej .—=i+) mod n;
Hagii} = in-rs;
Fr=t;
while (j < n} and (7 = { or fugfi] <> inr-esidoj = j+i;
until {7 == » and frwrn =i or flagftura} =icdie);
urn o= i
critical seetion
4~ furn+f mod 5
while (flag{i/=idle) dof = j+! mod n;
furp =)
Jagfi] = idte:
rematnder section
nuil fulse:

H{#%) Should the Jong-ternt scheduler seleet a good process mix of 1/0-bound and
CFU- bound processes 7 Why ¢

12.{5%) Explain how the CSMA/CD prodocat works. How the USMA/CT protocol
handles the frames collision problem 7

F306%) What (if any) relation holds between the following npairs of sets of

scheduling algorithms 7 Fur example, the FCFS algorithm is the RR
algorithum with an infinite time quanturs.

(a} Priority and SJF, (b) Prority and FCFS, {c) RR and SJF




