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The interdependences among linguistic classifioatend categorizations
have long been discussed; however, how the norgiaakification are
(inter-) connected with each other still not mal@asensus (Senft 2000).
In this paper, we construct an interactive modebugded on the
prototype effects (Rosch and Mervis1975), expeiaénview of
categorization (Johnson 1987, Lakoff 1987), and tmedel of
intercategorial continuity (Kleiber1990) to illuate such connections. In
this model, prototypes are represented as cluster@bstract features
ranked with the conventional perspectives sharethbguage users; the
interactions between sortal classifiers and nouasige the crucial basis
for the dynamicity of the model.

1. Introducing theissues

Classifiers in classifier languagkesserve to classify and quantify nouns
according to the semantic criterion that the nomneferents possess (Senft
2000). This function leads to a misconception tassifiers are ‘appendix’ to
the respective nominal referents with simple ornegepty semantic contents;
however, though suffered from semantic bleachingoime extent, classifiers do
themselves carry complex semantic features inhdrent the original content
usages. In Chines the reality of the semantic features is evidenogdhe

" Some of the points in this paper have been predetttS WEAL 2008 held at National Tsing Hua
University from July % to July 29, 2008. | am grateful to the comments from ChunB¥ury Yang
at the workshop. Special thanks to professor Fefgéo and Chingfa Lien for their kind comments
on this paper. However, | am the sole one withrésponsibility for all the errors and imperfections
in this paper.
! For classifier languages, here we adopt the deficharacteristics made by Allan (1977): First,
there exists a system of classifiers; second, mmostl universal principle is observed: “A classifier
concatenates with a quantifier, locative, demotistraor predicate to form a nexus that cannot be
interrupted by the noun which it classifies.” (Alld977:288) and third, the language belongs to one
of the four classifier language types: numeral,coodial, predicative, or intralocative. Therefore
under this definition, Chinese is one of the clsslanguages.

Corbett (1991) claimed that almost all classifieosne from nouns. However, it seems not to be
the case: not all classifiers come from nouns,fan@vhich come from nouns, the path might not be
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semantic selections they impose on their nomirfaleets:

(1) a. yi bal zhi/ *kuai / *tou shuzi

one Clwyspspm comb
‘a comb’

b. yi  zhi/ gen/ *ba/ *tiao kuaizi
one  CLujpyssyers chopstick

In (1a), the nourshuzi‘comb’ can combine with the classifiba [{*!] ‘handle’
and zhi [¥] ‘stick’, but not kuai [#4] ‘chunk’ or tou [p] ‘head”. The
ungrammaticality of the later two classifiers isedio the mismatching of the
semantic contents with the noshuzi‘comb’, since the function or shape of the
comb does not necessarily require the mental ingageangacker 2000)
concerning ‘chunk’ or ‘head’. In (1b), the head ndwiaizi ‘chopstick’, does not
tolerate the classifierba [{*]] ‘handle’ andtiao [f%] ‘stripe’®, though the
chopstick also has a long shape. The incompayilifitthe nounchopstickand
the classifiertiao reveals the complexity of the classifier-noun niagp
mechanisms.

so straightforward. For example, most, if not algssifiers in Kilivila (one of the Austronesian
languages spoken in Milne Bay Province in Papua Benmea) come from CPs; yet Kilivila CPs in
turn originate in nouns (Senft 1996). Also, in Giga, many classifiers come from verbs or verb-like
elements, as we will see in the following sections.

3 Chinese in this paper refers to the variety spakeffaiwan. Since the classifier systems are
sensitive to the specific language users and contiesinsome classifiers shown in this paper might
be different to the system used in Mainland China.
4 There exist lots of homophones in Chinese classifystems, for example, zZlépresents at least
the following three common classifiers'| , [E] and [¥] ,each of them bears the same phonetic
representations and tonal behaviors, but differe@anings; therefore to avoid misunderstandings,
all Chinese classifiers would be labeled as CL, élassifiers, while the corresponding Chinese
characters would be marked as index. However, therdwo varieties, namely Taiwan Southern
Min (TSM) and Hakka, do not have an agreement i uBe of characters. In order to avoid
confusion due to the abundance of homonyms, we thbecharacters representing TSM lexemes
based on two reliable dictionaridgiwan Mminnanyu Cidia(i.e. Dictionary of Taiwan Min Dialect,
my translation), and the characters representinkk&ldexemes based dfeyu Ciku(i.e. Hakka
Corpus, my translation); the former was edited @2 by National Institute for Compilation and
Translation, and the latter was published in 20pHakka Affairs Commission of Taipei.
® In this paper we focused on the discussion ofsotassifiers, but not mensural ones (see section
2 for distinction); therefore we do not managertmslate the classifiers into English, since Ehglis
do not require a system of sortal classification. stead, we translate the meaning of the
corresponding original content roots for refererféer example, classifietou [i] is hard to be
translated into English, so we just put the origimady part meaning of the nodau ‘head’ as a
reference. Basically the classifigu [fi] indeed does something with the head. Howevetpis
not use head as the measure of things (like ‘a bEadbut functions to emphasize on the feature of
having a head. Therefore it always s-selects nowgening giant animals to make sure the saliency
of the organ ‘head’ since giant animals always hbig head in appearance. Similarly, sortal
classifierba [°1] ‘handle’ does not equal to mensural usage ‘a leaoid, nor dozhi[¥ ] ‘stick’ to ‘a
stick of’, andkuai [#4] ‘chunk’ to ‘a chunk of’. We will discuss the ajqtions of sortal classifiers
in the next section.
5 see Taiand Wang (1990) and Wu (1991) for theilddtdiscussion of the classifigao [ ]
‘stripe’.
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However, the seemingly chaotic combination of d¢fass and nouns only
reflects one side of the perplexity; inconsisterigy, the heterogeneity of the
nominal referents (i.e. one classifier links to mdhan one nouns) and the
phenomenon of multiple classification (i.e. morarttone classifiers link to one
noun), makes the comprehension and acquisitiotes§ifier systems even more
difficult. For example, the nominal referentsggn[15] ‘root’ including at least
the followings: ‘straw’, ‘hair’, ‘noodles’, ‘track’ ‘whip’, ‘bone’, and even
‘blood vessel’; while on the other side, ‘blood sel can be classified not only
by gen [fY] ‘root’ but also byzhi [¥] ‘stick’ and tiao [{] ‘stripe’, without
changing the gestalt mental image of the bloodeldssing discussed, though
allowing certain alternations of user’s perspedfive

To solve the mapping problems, firstly we have @astruct the categorial
structures of sortal classifiers and nouns, whigh @mposed of clusters of
semantic features ranked by relative importanceraany to user functions;
then we have to find out the mechanism of the io#tegorial interactions
among classifiers and nouns. With the mechanisncametherefore know more
about the way classification works, namely, how thessifiers find the route
(and with what norm) to subsume new referents awtluéde old ones, and vice
versa. These are the first two tasks we want tim diois paper.

Another goal of this paper is, by setting an inttve model of
categorization for sortal classification, we maneggiece up the mechanism of
human categorization. With the hierarchy of saliédtures, which can be
analogized to prototypical examples, shared byalsgrs in the mutual
selection of classifiers and referents, it is nowsgible to embody the
asymmetries of in-category membership (Rosch 19B35) and prototype-
based categorization (Rosch and Mervis 1975). Toerehe relatively more
abstract and inconsistent representations of pioést can be substituted by a
more concrete feature grouping systems.

Aside from introduction and concluding remarkssthaper consists of four
parts: the next section discusses the distinctfo@hinese sortal and nonsortal
classifiers, the former being our main concerrhis paper; In section three, we
will discuss the possible motivations for emerdihg usages of sortal classifiers,
diachronically and synchronically. For the complieteractions between sortal
classifiers and their nominal referents, we progas@ossible solution grounded
on the concept of prototype- based model of hunaegorization (Rosch and
Mervis1975) and the experiential view of categditra(Johnson 1987, Lakoff
1987) in section four. Finally, some challengingamples which seem to be
unpredicted by this model will be discussed inisective.

2. Distinguishing sortal and non-sortal classifiers

One general property of different kinds of clags#iis that they are morphemes

" By saying “without changing the gestalt mental geia we mean that the connection between
classifiers and nouns would not alter the overalige (i.e. gestalt) of the referents. For exaniple,
the case of ‘blood vessel', mensural classifieke tiong[3] ‘bush’, cuo [##] ‘tuft’, or shy]
‘bundle’ will alter the gestalt image of the refeténto more than one vessel; while sortal classsfi
as we exemplified above apparently does not dlfeatmount of the vessel being represented.
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that classify nouns according to semantic crité®anft 2000). However, despite
this tendency, different types of classifiers mayéndivergent ways connecting
with their nominal referents, different focus ofremtic properties, and even
distinctive syntactic behavidts

The most straightforward way of sub-classifying thessifiers might be to
divide them into sortal and mensural classifiefisyons 1977):

(2) Lyons (1977:463)
a. Sortal classifier is a classifier which indivates whatever it refers to
in terms of the kind of entity that it is.
b. Mensural classifier is a classifier which iinduates in terms of
quantity.

Along this line, Senft (1996) distinguished clagsg into classifiers and
quantifiers:

3) Senft (1996:6)
a. Classifiers classify a noun inherently.
b. Quantifiers classify a noun temporarily.

We can see the different approaches of Senft (1886)Lyons (1977) from the
term they adopted: the ‘classifier’ in Lyon’s (19&#finition covered the sortal
and the mensural classifiers, while in Senft's @%he same term only covered
the one that “designate and specify semantic featumherent to the nominal
denotatum and divide the set of nouns of a ceranguage into disjunct
classes” (Senft 2000:21). Here we combine the idie¢he two: we regard
‘classifier’ as a collective term covering the digent usages according to Lyons
(1977), and extract the members which classify somherently ( in Senft's
sense) to be marked as sortal classifiers.

As for the sub-division of classifiers in Chinebasically we follow Cheng
and Sybesma (1998,1999) and Tang (2004, 2005pssify them into [+sortal]
and [-sortal] classifiers, but here we use thisiidather restrictively: by saying
sortal classifiers, we consider those that arénfi the standard proposed by
Senft (1996), but not the one made by Tang (20085%°, since the latter

8 However, compared to the two general propertieslagsifiers, this further sub-classification,
though proved to be real in Chinese, does not teéeé exist in other languages having classifiers.
As Senft (2000:23) put “A subclassification intoteggories like ‘quantifiers’ and ‘classifiers’ or
‘sortal’ or ‘mensural classifiers’ can only be aptas if there are distinctions in form that clearly
indicate that the respective language itself difftiates between these categories.” Therefore a
syntactic or distributional distinctive represeitatis crucial in such subclassification.

® Many Chinese linguists divide classifiers into mdinely-grained subgroups, partly because of the
prevalence and abundance of classifiers in Chireege partly because classifiers in Chinese could
modify not only nouns, but also verbs or adjectividge sortal classifiers we manage to deal with in
this article are similar to the concept of ‘indival classifiers’ in Chinese, and non-sortal claesssf

to ‘non-individual classifiers’ or ‘mensural clasis’. Basically, we just discuss the classifiers
which combine with nouns, i.e. nominal classifiers.

10 Tang (2004, 2005) claimed that the [+sortal] disions not only exist semantically, but also
syntactically, so sometimes semantically [+sor§ssifiers can tolerate syntactically [-sortal]
behaviors, and vice versa, as the example shoveed)(005: 436):

-32-



involved some complexities that might not relateotw model so far; therefore
for ease of discussion, we just leave aside thaildedf Tang (2004, 2005) for

the time being; instead, we will use the concegbftal] to mean classifiers that
individuate nouns inherently. For the discussiol€hinese nonsortal classifiers,
we will focus on the mensural classifiers for thegtatively high-frequency of

occurence in nonsortal classification to nomin&tments.

2.1 Semantic differences

Chinese classifiers are grammaticalized from cdntemds, for example, nouns
or verbs; some nominal or verbal usages are diil’& now, coexisting with
their homonymous classifiers:

(4)

Content morpheme Classifiers

3= | a. | zhangai yanjing a' yi zhangzhuozi
open eyes one CL: desk
‘open eyes’ ‘a desk’

#1 | b. | bawo jihui b’ yi ba daozi
catch chance one Cls knife
‘catch the chance’ ‘a knife’

% | c. | gangiao c yi tiao shengzi
steel stripe one CLs rope
‘steel girder’ ‘a rope’

# | d shuzhi d’ yi zhi gianbi
tree branch one Cls pencil
‘a branch/branches’ ‘a pencil’

(4a-b) are the verbal usages, and (4c-d) are theinad ones; despite the
different grammatical categories, those contentpimemes share some of the
semantic features with their classifiers. We haxenglified in (1a-b) that such

(1) a. [liang ge] (*-de) ren
two CL DE man
‘two men’
b. [san wei] (*-de) laoshi
three CL DE teacher
‘three teachers’

(2) a. [liang ben] (-de) shu
two CL DE book
(lit.)'two books/books that are sorted in accorcawith two in number’
b. [san zhi] (-de) bi
three CL DE pen
(lit.)'three pens/pens that are sorted in acaoedawith three in number’

We agreed with Tang’s (2004,2005) observation tiefttsortal] distinction exist in different levels,
but to avoid confusion to the readers, we resthiet[+sortal] idea to purely semantic ground here t
facilitate the comprehension and explanation ofroadel.
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semantic features of classifiers would restrict theices of nominal referents;
however, the imposition differs in degree and tlvedry of implementation. For

sortal classifiers, the persistent features diyegttoject into the semantic
composition of referents and find matching progsrtio do individualization.

However, the features of mensural classifiers iidx@ifrom the content sources
define a standard of measure, then be multiplieshfoymation that the numeral
words provide, and finally apply this containervetume to the referents, from
which the matching units are obtained. The distiecimplementing strategies
account for the degree of intimacy between thetiypes of classifiers and their
nominal referents: sortal classifiers, as compacethensural classifiers, stand
closer to referents. To illustrate this differensee the following examples:

5B) a vyi li fan/*yi tiao fan/*yi zhang fan/*yi zhi fan
one Cl: rice one Clk rice one Cl: rice one Cls rice
‘a granule of rice’
b. yi wan fan/yi wan pinguo/yi wan Xxigua
one Clg rice one Ck apple one Ck watermelon
(lit.) ‘a bow! of rice/ apple (sliced or not)/atermelon (sliced)

In (5a), the semantic incompatibility resulted inomalous phrases; while in
(5b), the inappropriateness of the classifier-nmapping just triggered an extra
processing in communication: conventionally, a gtarof rice is always smaller
than the bowl, and an apple is smaller than or letpaa bowl, yet the
watermelon without being sliced would definitelygber than an ordinary bowl;
in order to communicate successfully, the apple l&vaften be modified as
sliced pieces to fit into a bowl, but the waternmeleould always be modified as
sliced pieces to avoid the violation of cooperatprénciples in conversation.
Therefore, the degree of feature tolerance as aglthe effect of semantic
imposition shows that the mensural classifiers hralatively looser relationship
with referents than sortal classifiers.

Another difference between sortal and mensurakiflass is their ability to
define the plurality of nominal referents. As theample above showsyj li fan
‘a granule of rice’ always denoted to a single wfditrice, whileyi wan fan‘a
bowl of rice’, though with the same numeral worgparently marked the rice as
plural. Except for the collocation with certain sifie sortal classifiers?, the
numeral wordyi ‘one’ adjacent to sortal classifiers generally does need to

1 When combined withyi ‘one’, most nouns classified by sortal classifieve only one unit;
however, plural features that certain sortal cfassi carry will increase the number of the entitie
referred. For exampleshuang‘pair’ is such a classifier. Yet conventionabjluangdoes impose
more restrictions on referents than mensural ¢lassithe referents afhuangbasically are required

to be ‘twin pairs’, that is, to be homogeneousome sense. Besides, it is dubious that classifiers
like shuangbelong to sortal or mensural or both: on the dde,shere are restrictions on inherent
features as we just put; on the other, there seebetquantity features in the semantic feature
groupings ofshuang However, it is worth noticing that though the semtic status oBhuangis
unsettled, it seems that the modern usagghoéngtends to become more mensural-like: examples
like shuangying‘win-win situation’ or shuangfang'the two parties’ clearly do not require two
similar entities to compose the referred paird)eatmost of the time the two entities being referr
to are opposite to each other.
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contribute to the quantity of the nominal refereimstead, it just functions as a
filler to complete the construction [Num+CL+Nouitt]is certain that when the
guantity that the numeral words adjacent to saftadsifiers represent increases,
the number of the referents would raise. Howeves only the number of the
individuals, but not the sortal classifiers thenase| is being influenced by the
increase of numbers; that implies that the incredseumber gives to a direct
copy of homogeneous or similar entities. On thetrewy, numeral words
adjacent to mensural classifiers are decisive: #maplify the volume that the
mensural classifiers represent, and then apply ritoslified container to the
nominal referents, and finally sorted out the éifit in numbers. This gives to
the following distinctions:

(6) a. Mensural classifiers have a feature of tityan
b. Sortal classifiers do not have a feature aingjty.

This semantic difference implies the relatively sdo relationship between
mensural classifiers and numeral words, as exeimgliin the order of
compounding in (7):

7 a [yi i fan]]
one Cl: rice
‘a granule of rice’
b. [[yi wan fan]
one Cly rice

‘a bowl of rice

The equipment of the quantity features draws mehsuassifiers nearer to the
numeral words, as in (6b), and the lack of suclufea dissect them. It is no
surprise that the semantic closeness also reftectsyntactic behaviors, as we
will see in the next section.

2.2 Syntactic differences

The distinctive syntactic behaviors of sortal onsartal classifiers have long
been existed: Wang (1990) and Ota (1987) both wbdethat around Qin
Dynasty, the only legible context for individuahskifiers? is the post-nominal
position in the [Noun+Num+CL] construction, as skmown (8a); while the
mensural classifiers, can appear prenominally (8b):

12 Chao (1968) divided Chinese classifiers into nimeugs according to their functions: (1)
individual classifiers, (2) classifiers associatwih V-O construction, (3) group measures, (4)
partitive measures, (5) container measures, (6paeany measures, (7) standard measures, (8)
quasi-measures, and (9) measures for verbs. Anfeng, tindividual classifiers are like the sortal
classifiers we discussed here, the examples ofithdil classifiers made by Zhang (1957) ahe
[E/51], ke[{l/ 71, zhi [££], jian [{F], tiao [{£], ding ['F1], jian [f]],suo[F], andzhuo[].
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(8) a. Zichan yi wo mu jiu zhang xing.
Zichan with military tent-curtain nine GL go
‘Zichan traveled with nine pieces of militaryrtains.’
(Zuochuan ZzhaoGong, year third, i.e. 528 B.C.)
b. yi dan shi, yi piao ying.
one Clwx food one Ck drink
‘(only) a small basket of food and a small lagfelrink (for living)’
(The Analects of Confuciu¥ongye’, around 285 A.D)

The structures of nominal phrases in (8a-b) arfelksvs:

(8) a'. [[wo mu] jiu  zhandne
military tent-curtain nine GL
b’. [[yi dan shi]yp
one Clkr food

It is interesting that during the same period, safhe verbal usages of certain
individual classifiers behaved similarly to thesd#ier counterpart:

(9) a. Gongzhang er bu chi.
Bow draw-to-tension LINK NE& unstring
‘To draw a bow but let the arrow unstrung’
(Mozhi, 1:7,San bian (The Three Arguments), around 48DBLEZ.)
b. si  wei bu zhang guo nai miewang
four net NEG spread country then extinct
‘If the four laws were not to be put into praetj the country extinct.’
(Guanzi, 1, Mu min (Cultivating the People), around 403-2RC.)

The grammatical distributions of different kinds @éssifiers or verbs indeed
worth further exploration; now we are just contemth the fact that the
historical evidences can argue for the fact thatas@nd nonsortal classifiers
behave differently in syntax.

To distinguish individual and mensural classifie@jao (1976) claimed
that the individual classifiers, but not mensurkdssifiers, do not allow the
insertion of de into the [Num+CL+Noun] construction, as shown imet
following examples:

(10) a. yi tiao (*de) yu
one Cl: DE fish
‘a fish’
b. yi zhi (*de) qianbi
one Clz DE pencil
‘a pencil’

13 The index of the abbreviations in this article @ follows: LINK: linking marker, NEG:
negative marker, DE: Chinese multifunctional linke©OU: universal quantifier, POSS: possessive
marker, PRN: pronominal expression, BE: copulain@rrogative pronoun.
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c. yi wan (de) fan
one Clx DE rice
‘a bowl of rice’

d. yi hu (de) shui
one ClL DE water
‘a pot of water’

The insertion ofde in both (10 a-b) are less preferred in the sortieading,
though the judgment might turn better in the meagureading; however, the
de-iinsertion in (10 c-d) is kind of free-variatiorhe meaning of the sentence
does not change with the insertion. The acceptglufide-insertion just agrees
with the semantic closeness we illustrated in (7).

As for the contemporary syntactic comparison betwssgtal and nonsortal
classifiers, both Cheng and Sybesma (1998,1999)fand (1996, 2004, 2005)
gave detailed analysis. Similar to Chao(1976)'slyai® Cheng and Sybesma
(1998,1999) distinguished sortal and nonsortalstfi@ss with the following two
diagrams:

(11) a. Nodeinsertion is allowed between sortal classifierd #ire noun.
b. An adjective is not allowed between the numermad the sortal
classifiers.

Examples are as (12) and (13) respectively (Chadgsybesma 1998,1999):

(12)a. jiu gen (*de) weiba
nine CL DE tail

b. shizhang(*de) zhuozi
ten CL DE table

(13)a. yi (*da) zhi gou
one big CL dog
b. yi (*da) wei laoshi
one big CL teacher

However, the degree of acceptabilitydzfin (12) and thelain (13) is probably
affected by the relevant semantic interpretatidier example, if the sortal
classifiers have certain quantifying functions, ethneed not to be as strong as
to define a novel mensural classifier, the paradigm(11a-b) can be violat¥d

% The relatively bad adjective-insertion in (13b) htidpe accounted for by nonlinguistic factors:
sincewei is a classifiers carrying features [higher statasd so is its referent ‘teacher’, it is less
preferred to give degree adjectives befoe (This feature of the sortal classifieei had been used
in Tang (2004, 2005) to explain the incompatibitifyde-insertion andvei (for example, Tang 2005:
436).); as a comparison, other classifiers miglgréde such usages, or sometimes even require the
presence of such adjectives to complete the intbntEaning:
(1) Dou vyi *da) ge ren le hai-yao  ren jiao
DOU one big Cl; person PERF vyet-need person teach
‘Being such a mature person, it is incredible thelshe still needs to be commanded.’
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Therefore it may be possible that the distincti@tween sortal and mensural
classifiers is not clear-cut, but representeddéorinuum.

To solve this problem, Tang (2005) proposed thah&¥e classifiers have
to be distinguished by the [tsortal] feature, ameirt similarities and differences
are put as follows (Tang 2005: 456):

(14) a. Thedeless numeral-classifier sequence and the nounofirkead-

complement relation.

b. The demarked numeral-classifier sequence and the noun cdr
modifier-modifiee relation.

c. Both [+sortal] and [-sortal] classifiers mapject as heads or modifiers
of (a-b).

d. Both [+sortal] and [-sortal] classifiers aigtéd as Cl in the lexicon.

e. Classifiers are marked with m-features, cuiest, and s-features.

The semantic closeness we mentioned in 2.1 conftonmi&ng’s (2005) point
that the non-inserted structures are head-complierekation while the inserted
structures are modifier-modifiee relation: gengrabpeaking, head and
complements are much closer in semantics than remli&nd modifiee; that is,
there exists more semantic restrictions in the &rnthan in the latter
combinations.

Since we mainly focus on sortal but not mensurassifiers in this paper,
we have to sort out the targets of our focus. Basethe researches above, this
is the test we adopt: if the volume of a classiiierease after the adjunction of
degree modifieda ‘big’, it is defined as more like a mensural clfiss, on the
contrary, if the volume of a classifier as wellths number of the referents does
not increase under the modification @d ‘big’, it serves as a case of sortal
classifier®.

(2) Na vyi *da) zhang zui hai zhen yin ren zhuyi

That one big Ck mouth LINK really draw person attention

‘That big mouth is really eye-catching.’
Though it is arguable that the adjectida in (2) is base-generated there or be fronted ftioen
modifying position directly preceding the head nothre fact that adjectives can appear between
Num and CL is validated. What is more importantigijke adjectives preceding numeral classifiers
like the one iryi da wan fanda big bow! of rice’, the adjectives precedingtsbclassifiers like (1)
and (2) above do not modify the classifier itselfif the nominal referents, as the corresponding
English translation shows. This also reveals tffer@int syntactic behaviors of sortal and nonsortal
classifiers.

5 However, this test does have some restriction®smg by the semantic properties of the mensural
classifiers, for example, the classifiers that ppp®se a definite quantity, lilda [§7] ‘a dozen of’,
bang [fp%—] ‘a pound of’, orchi ["{] ‘an inch of’. The incompatibility of the degreeodifier da and

the mensural classifiers above is straightforwardhe volume of the quantifier is altered, the
inherent semantic measurement would be undergkéaibe cancelled. Howevehuang “H ‘pair/

a pair of’ can escape from this fate because oféheon we have already discussed in footnote 11.
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(15)
a. Examples and test result of sortal classifiers

al | yi zhi niao al’ |yi da zhi niao
one Cl: bird one big Cl bird
‘a bird’ ‘a big bird’

a2 | yi duo yun a2’ |yi da duo yun
one CL: cloud one big CL cloud
‘a cloud’ ‘a big cloud’

a3 | yi ben shu a3’ |yi da ben shu
one CL: book one big CL book
‘a book’ ‘a big book’

b. Examples and test result of mensural classifie

bl | yi wan fang bl |yi da wan fang
one Cly rice one big Clx rice
‘a bowl of rice’ ‘a big bowl of rice’

b2 | yi bei shui b2’ |yi da bei shui
one Cl- water one big Cl: water
‘a cup of water’ lit. ‘a huge cup of water’

b3 | yi qun yang b3 |yi da qun yang
one CL: sheep one big Cl sheep
‘a herd of sheep’ lit. ‘a herd (which is big) of sheep,

Though the paradigms in (11) seem to be too strdhgy reveal some
interesting distributional facts of sortal and namal classifiers, which imply the
approaching or departing from the prototyd€sFor example, with the
adjunction of adjectives atemarker, the sortal classifiers seem to become less
prototypical by tolerating a numeral reading. Thaans under the condition,
the semantic properties of the sortal classifiergghin undergo certain
modifications, for instance, an addition of a temgpy mensural features. If this
deviation became permanent, a new mensural usagekl vwmerge; with the
occurence of the emergence, the original sortagjesanight maintain or not,
depending on the vitality and activity of the feaw denoting to the inherent
semantic features of nominal referents. Such emeggebeing it emergence of
new usages or new grammatical functions, happérbeltime, diachronically
or synchronically, as we will see in the next s&cti

3. Emergence of sortal classifiers

The emergence of sortal classifiers in our papeicems not only about their
diachronic grammaticalization processes, but albout the effect of the
synchronic interactions between the sortal claasifand their nominal referents.
Different sortal classifiers might have differemieed of grammaticalization;
therefore contemporarily there would exist sevelisiinctive layers, and based

6 See Biq (2002) for a detailed discussion of tassifierge and the prototypes.
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on which, the sortal classifiers further interadthweach other or with the
nominal referents to make their semantic featuoaigings more generalized or
shrunk: for the former, the novel usages of satisifiers emerge according to
the modern way of perspectives shared by people wgegothem; and for the
latter, the original connections with certain noatimeferents weaken or even
disconnect because of the decreased usage of tims 0o the changed saliency
shared by people in a modern community, by whiehlithking of the nominal
referents to other sortal classifiers is promoted therefore the novel usages of
the substitutive classifiers are emerged.

3.1 Semantic generalization of sortal classifiers

Our basic assumption in this paper is that, theress of prototypes can be
represented not only as a collection of concretarmles, like Brown's(1958)
first-level items and the ‘good examples’ in Rosahd Mervis's (1975)
experiments, but also a group of ranked featurdss Bssumption helps to
comprehend the semantic generalizations of sodakifiers: first, what ‘leaks’
in semantic feature groupings of sortal classifisraisually a few particular
features, by which some restrictions are relaxed] a chunk of nominal
referents might be able to be subsumed into thpesod a certain classifier;
second, the weakening features are mostly the émked ones, for their
receiving relatively less saliency; and third, fteatures that are generalized
seem to have a tendency: they go from hyponymsypermyms’, that is, to
move from subordinate terms which cover restrictedcepts to superordinate
terms, with which more and more nominal refereats loe included.

The semantic generalization of sortal classifiens lbe exemplified witha
[#1] ‘handle’. At the earlier stage, the nominal amtbal content usages which
carry relatively concrete referential meanings éstexl:

(16) a. gong ba zhi tong zi
arch handle POSS bronze craft
‘the bronze craft of the arch handle’
(Mengzj 11:11, Gaozi)

b. Zhougong ba da yue, Zhaogongha xiao yue
Zhougong take big axe Zhaogong take small axe
‘Zhougong took the big axe and Zhaogong tooksthall axe.’
(Shiji Shijia 33, Lu Zhougong Shijia8

However, ever since the very early stages, the phetical extension dba is

" Hopper and Traugott (1993) have pointed that i phocess of semantic generalization or
weakening of semantic contents, lexical items témdnove upper to superordinate terms (i.e.
hypernyms), for example, for the superordinate omatay, whisperis the more specialized term and
therefore is regarded as an subordinate term.drsdéime vein, in the grammaticalization process of
nouns, beginners (e.gteature plant), life forms (e.gmammalsbush) or generic items (e.glog
rose) would be selected as the more generalized mesrilings definition also agrees with the point
Brown (1958) and Berlin (1974) made. Brown (1958&imed a first level in acquisition and
function, which is the basic level Hopper and Tiatti1993) referred to; and Berlin proposed from
the data of Tzeltal that genus-level (folk-genéziel) is the psychologically basic level.
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observed; in (17a), the nolma represented a state that the bow was stretched to
an extreme tension, which implies the greatestteffoattack; in (17b), the verb
bais extended as ‘to control’ or ‘to handle’:

(17)a. she zhi shi, zuo you maus, er buneng zhong
shoot PRN arrow left right full tension yet cahn hit-target
‘Shoot with arrows; however, the target could be hit though the
generals all stretched the bow to extreme tension.’

(LUshichungiy Section Ji, 11:3, Zhonglian)

b. ranze houshi  shu jianba Qinguo
however offspring Q qill govern Qin (country n@m
‘However, who will govern Qin in the future (eftmy death)?’
(YanzichungiuVolume 2, Neijian Il, No. 19)

With the mechanism of metaphorical extension, theammngs whichba can
represent were expanded, and the semantic restigdia imposed on the
complements are reduced. However, the central poraddoa, that is, functions
or activities with hands, does not crashed; raiheras realized by various ways.
For example, if we grasp something in hands, we arirol it; this was the
basis of the metaphorical extension in (17b). We learn from the examples
above that, no matter how many extensions occercéintral feature of a certain
item would keep intact and bear influence on thiéodeup extensions, this
central feature is what we called ‘the most prqiatsl features in the feature
clustering of a certain lexeme.’

It is interesting that at this very early stager¢hwas also quantifier usages
of ba [#!] ‘handle’ but the grammatical functions are nourather than
classifiers as we can see from the conjunctivecsira in (18):

(18) wo yixia wei chai zha, ba yishang wei shifeng
Grip below BE firewood residue handful above B&onation
‘(Grains) that are less then the volume of grigmare useless, and those
that are more than a handful should be donatedwergment.’

(Guanzj 74, Shan guo gui)

However, the prevalence b&[#2] ‘handle’ as sortal classifiers occurred around
Han dynasty, as the sortal usage in the famousd I8arguozhshowed:

(199 ge chi yi ba mou, yi huo gongba zhi.
each take one GL spear use fire attack PRN
‘Every one took a spear and burn it with fireskmot (the enemy)’
(SanguozhiWushu: 58:13, Luxun)

Ever since then, the sortal usages of classifigoarded quickly; similar to the
content usages, the concept of ‘hand and hancdecelainction’ played an
important role in the semantic generalization. Tloeinal referents whicha
classified in several famous classic novels atedibelow:
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(20)

Title of the book Year Referents
fu ‘axe’, jian ‘sword’, zhanqi

Shui Hu Zhuan 1111- |, ) . ;

(All men are Brothers) 1117 bb.attlef f'an napgou hook’,
iaogiang‘spear

Xi You Ji 1500- gingsan ‘light umbrella’,

(The World of Xuanzang
and Silk Road)

Xingshi Yinyuan

1582 chahu‘te’a pot’,yi :seat’, ,
suo'‘lock’, shaner'small fan

1640- | xiaoshaozi‘'small ladle’, niezi

1715 | ‘tweezer’,yaoshi‘key’

1701- | gi ‘flag’, jiang ‘paddle’,

Rulin Waishi 1754 | zheyandumbrella’

Hong Lou Meng jianzi ‘scissors’,hutui ‘leg of
(Dream of the Red 1784 | fox’, dengzi ‘steelyard for
Chamber) weighing’

As we can see, the referentshaf [#°/] ‘handle’ ranged from weapons that can
be held in hands (including big flags with a pote)things that commonly
featured a handle, like teapot or fan, to instrunahpunishment which was
used to compress fingers, and finally even to dwgedf fox, simply because it
was portable with a hand. Each time when a feabfirdne classifiers lost, or
weakened, a group of nominal referents with simitderactive functions or
features were subsumed. The new referents didamednto the mapping one
by one, but group by group, featured by similarctions. Moreover, the
specific functional features thlba [#®1] *handle’ originally carried, for example,
to use palms but not fingers, faded out by prdilthe feature grouping to a
higher level functional generalization: ‘use hand(Bhat is the tendency we put
at the beginning of this section: to go from sulmaite features to superordinate
features; by doing that, more and more categoriesldvbe connected to the
generalized classifiers.

In particular, some entities do not bear any peenafeatures in common
with the hands, like the leg of the fox; it is tinteractive function of the leg and
people holding the leg that provided the basis dlassification. However,
because the loss of some interactive functionwieedo not usually carry legs of
animals with hands today, the leg of the fox nagkmlinks to the classifidra
[#1] *handle’, but to the general shape classifibr [£ ] or tiao[ f%]. With this
contemporary saliency shift, the old relationshigakened, and the new
classifications emerged; this is what we are géangee in the next section.

3.2 Interaction among categories

In his discussion about the emergence of gramnttwpper (1987) proposed
that the construction of grammar is a dynamic anegaing process which
negotiates all the time with the interactive fuoo8 and the experiences of
people who use them. This observation also heklfsuthe emergence of sortal
classifiers, since the referents they can indiideaare under a constant
variation according to the changing saliency theraisiemand.

The change of the saliency has two possible outsofiirst, the original
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mappings and the substitutive mappings coexistcantest with each other; and
second, the original mappings just delinked, arddhssifiers being substituted
might die because of the lack of application, @ytimight change their feature
composition to fit the need of other referents. €kample of the first case is in
(21a), and the examples of the second case arenshdi@lb-c):

(21)a. yi fu/zhang hua

one Clys picture
‘a picture’

b. liang dad *jing meimao
two  Clyps eyebrow

‘two eyebrows’

c. yi tiao/*dao lu
one Clgpp road
‘a road’

(21a) shows that botlfu and zhang are possible sortal classifiers fbua
‘picture’; the former matches better for framedtpies and the latter for
unframed pictures. While in (21b), ordiao [3fi] ‘route’ is used contemporarlly,
the sortal classifigiing [#] ‘stalk’, which was once prevalent in Song Dynasty
to combine with plants, hairs, and even eyebrows w&hiskers (Chen 2003),
does not serve as sortal classifiers nowadays. Meweas we can see in (21c),
the combination ofdao [ifi] ‘route’ and the noun ‘road’, turns to be
ungrammatical today, perhaps because the demanlissifnilation since the
emergence of the compoudaolu ‘road’, which equaldu ‘road’ in meaning.
The semantic extension do [ifi] ‘route’ makes it be able to classify many
things with long shape, while the referémtroad’ which matches perfectly in
inherent features just fails to maintaiao[3fi] ‘route’ as its classifier.

The competition or interaction among sortal classif only reveals one
side of the complexity involved in sortal classifiion. The interactions of sortal
classifiers and their nominal referents can aldecafthe members of nominal
referents. For exampleluo [-] ‘prosperity® prototypically combines with
flowers, likeyi duo huaa flower’; while when the feature ‘charming’ onglly
belonging to the noun ‘flowers’ feedback to the tabrclassifier duo [4*]
‘prosperity’, it can be used to combine with beflitand charming things, like
‘smiles’; yi duo weixiao‘a smile’. The relationship of classifieduo []
‘prosperity’ andsmile does come from temporary metaphor, but the mabinat
of this metaphor is the interaction of features. tHis metaphor is
conventionalized, the feature ‘charming’ would b®meoone member of the
feature clustering iduo[4] ‘prosperity’, and then further affect the apptica
of duo [}] ‘prosperity’ to other nouns, for exampl@anxia ‘sunset’, orzitai
‘posture’.

8 This translation ofluo[4-] is based on the original meaning of the nekm in Shuowenjieziit
was defined as ‘the appearance of staked treebrandhes.’ And the explanatory notes by Duan yu

cai said ‘the prosperity of trees and leaves aMecde“ 1=, while today we also define a flower as a
ru H
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(22)  The classification odiuo[;IE] ‘prosperity’

STAGE 1 HEPERNYMIZE
Central meaning: prosperous treggrosperous plants
[subsuming ‘flowers’]

STAGE 2 PROFILING A PROTOTYPICAL FEATURE
Central meaning: 1. flowers ...n. other prospsmlants
[excluding ‘trees’]

STAGE 3 BACKWARD TRANSMISSION OF NOMINAL F&ETURE
Central meaning: 1. flowers 2. charming anduti&d. ..
[subsuming beautiful things, like ‘smiles’]

Moreover, some usages of sortal classifiers arergedefrom the transmission
of features among nouns. Tagen [f3]‘root’ for an instance. The nougen
originally refers to the root of trees, and quickypands to plants which have
apparent roots, like grass. Then the feature aiwgrg up’ of plants which have
roots become superordinate and ranked higher inclirgter of prototypical
features ofgen[f]‘root’; this step subsumes lots of nominal reféseimto the
connection withgen[f]‘root’, like ‘hairs’ and ‘vessels’. So far the feaes of
gen[t¥]‘root’ and its referents are still related to eather. However, the nouns
like ‘rubber bands’ and ‘strings’ which correlatedth ‘hairs’ and ‘vessels’ by
features of similar shape, i.e. lengthy, soft, abte to be curled, then access to
the sortal classifiegen[t3{]'root’, resulting in a combination of classifieasd
nouns whose mutual resemblance is very little.

(23)  The classification afen[f~]‘root’

STAGE 1 HYPERNYMIZE |
Central meaning 1: trees with rottglants with roots
[subsuming ‘grass’]
Central meaning 2: trees with straigfipe—> straight and
long [subsuming ‘sticks’ and ‘tubes’]

STAGE 2 HYPERNYMIZE I
Central meaning 1: plants with rogtghings with roots
[subsuming ‘hairs’ and ‘vessels’]
Central meaning 2: NA

STAGE 3 INDIRECT CONNECTION
[subsuming ‘rubber bands’ and ‘strifgs’

Hence the motivations for the change of the sempafdgatures and the
emergence of novel usages of sortal classifierdbeatustrated as below:

(24)a. MOTIVATION1: CLe<—>» CL
b. MOTIVATION2: CLe——> N
c. MOTIVATION3: CLe—>» N<+—> N;

The concept of the feature transmission and thagshaf saliency is our central
concern in the interactive model for human categidon. In the next section,
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we will use this model to integrate the phenomemerhave observed above.
4. Theinteractive modd

Most Chinese sortal classifiers, if not sufferimgnfi semantic bleaching too
seriously, reflect the way people characterizegsirthis is what we based on
when we managed to use Chinese sortal classitidrsitd an interactive model
of human categorization. We found that the charemties of human
categorization, including family resemblances, duiehically arrayed features
(both by Wittgenstein 1989), central and non-céntmambership (Berlin and
Kay 1969), the existence of prototypes and theindeeference points in
recognition (Rosch and Mervis 1975), and the effettuser’s idealized
cognitive model to categorization (Lakoff 1987)| play important roles in
constructing the interconnection of sortal class#fiand their nominal referents.
Therefore, in order to embody the interconnectisa,first use the concepts of
human categorization to build a model of sortaksification; then, with this
model and the interactive mechanisms, we hope tabteto contribute to the
illustration of the possible structures of protagp and the intracategorial
interactions in human categorization. We will dvithis section into three parts:
the first is a brief introduction of the basic asftions and characteristics of
human categorization; it is followed by a simulatiaf a prototype-based model
of Chinese sortal classification; finally we willppgly this model to some
Chinese sortal classifiers to see how the intayastivork in this model.

4.1 Basic characteristics of human categorization

The classic view of human categorization is thegtdres in categories have
shared properties, and categories are defined chétdr boundaries. This view
was challenged since Wittgenstein 's famous obsens that members in a
category are not defined by common properties pblguamily resemblances, as
Fig.1. shows:

Figure 1. Givon's interpretation of Wittgenstein's categdrséructure
(Givén 1986: 78, re-adopted from Ria, 2005: 91)

Intersections between members of the same categerpot required to be the
same; each one can be similar to one another éntaic feature, but this feature
is not required to be shared by all category membEnerefore categorization
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might result in a miscellaneous collection of itemvkich bear little in common
with each other.

Lots of scholars contributed a lot to the naturettaise ‘miscellaneous’
members, and found that actually they were notyadahaotically, but with
certain regular representations: the items areonbt hierarchically located in
categories, some of them are even consistenthlifech and being the referent
points for others. (e.g. Tayler 1989, Berlin and/K&69, Brown 1958, 1965)

For the internal asymmetries within categories,t§instein claimed that
members in a category bear hierarchical differefi@és 2005, Tayler 1989 and
Moure 1996); further elaborations with a seriegotibw-up studies were made
by, for example, Berlin and Kay’s (Berlin and Ka§6DB) research on focal and
non-focal colors; in their experiment, focal col@® recognized more readily
regardless of the different cultural backgroundsalbjects. Therefore items are
not only hierarchically put in a category, they atso divided into central and
non-central groups, and the central ones have areaignitive salience.
Moreover, Rosch (1973, 1975) promoted the concdptprototype-based
categorization from several experiments designedegi the goodness-of-
examples, and resulted in scales of representa&tbgeim a certain category; for
example, robins are judged to be more represeatdtian chickens in the
category BIRD, and desk chairs are more represeattitan rocking chairs in
the category of CHAIR (Rosch and Mervis 1975). Hsymmetric status of
prototypical and non-prototypical items makes piypies become the reference
points in cognition.

However, the two characteristics of prototypes seebe contradicted with
each other: firstly, prototypes seem to be ad Hergalou 1983) and hence
shifting in nature; while at the same time, propaty are important as their being
cognitive reference points in many aspects, sudbasing, matching, memory,
and judgments of similarity as Rosch revealed (Roand Mervis 1975).
However, if there exist at least two kinds of stanes for categories, though
both are centered by prototypes, this contradictan be explained. The first
one is what Rosch found to have concrete examplqsdtotigoes, which are
compatible with the idea of Brown’s (1958, 1965kibdevels™. The other is
what we find in Chinese sortal classifier systeth& central features in the
meaning clusters of Chinese sortal classifiersrarerepresented as concrete
examples at all, but as an abstract prototypicalgenshaped and re-shaped all
the time by their interaction with nominal refergnother classifiers, and the
perspectives of humans who use them. This kindeafufe composition in
prototypes are in the same vein with Lakoff (19&rd Johnson (1987)’'s
experiential view, that is, image-schemas of peoplhich are inherent in
everyday bodily experience with the environmentse Wiill use this
hypothesized prototypical structure made of hidnaally arrayed features
instead of prototypes composed of basic-level itasiexamples or norms, to
construct the internal structure of classifiers; we will see then, the
heterogeneity of the prototypical members of sottaksifiers would make it

19| akoff (1986:32) summarized Brown (1958, 1965)isa of first levels (or basic levels) as: the
level of distinctive actions, the level that isrleed earliest and at which things are first nanaed,
which things are shortest and used more frequeatly the level which is most natural of
categorization, as opposed to a level createddhieaement of imagination’.
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impossible to define those members as a colledtidrasic level items.

4.2 The basic cognitive frame of categorization: prototype-based
construction

To build a structure for sortal classifiers, fiystte adopt Kleiber’s (1990) ideas
that lexical features are graded with centralityd dhe prototypes are those
which are coded with the most important featureshim category. In Fig. 2,
prototypes involve features from different membéns a category; some
members might give more than one feature to thdopqoes; also, some
members might donate features to prototypes ofragpaategories. This model
reveals that interactions among categories mightmaele through feature
exchanges, a fundamental idea of our interactiveahdrherefore prototypes
are not that ad hoc or superficial as Barsalou 3198und; if they were, it
would be difficult for people to reach consisteategorization or classification,
which obviously contradicts to the fact. Ratheptptypes may be represented
as clusters of features, and with appropriate sehsettings, certain features
would be profiled, by which the consistency of slfisation can be achieved.

Figure 2. Intercategorial continuity in the standard versi@fieiber 1990)

For example, the widely discussed sortal classtifew [{%] ‘stripe’ (Tai and
Wang 1990, Tai 1994, Wu 1998, Li 1995) can demaustthe great complexity
of sortal classifiers. In particular, Tai and Wgi§90) exemplified the nominal
referents oftiao [[%] ‘stripe’ with three kinds of groupings by the wapf
semantic extensions:

(25) a. Central membergu ‘fish’/ ku zi‘trousers’/tui ‘leg’/ chuan‘boat’/
huanggua‘cucumber’ /mao jin‘towel’/deng zi‘'stool’
b. Natural extensiojie ‘street’ /he‘river’/ lu ‘road’/ ying zi
‘shadow’ shang maimountain range’ kian ‘line’ (in a plane)
c. Metaphorical extensioxin wen‘news’ /fa It ‘law’ / yi jian
‘opinion’li you ‘reason’ /ming ling ‘order’ / hao sang zi
‘good voice’ /zhan xiartbattle line’

The nouns of the central members map directly eopiototypical features of
tiao [{i%] ‘stripe’, that is, in Tai and Wang’s standarde tbnes which have one-
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dimensional ‘extension in length’ and relative flahty 2°. If we try the
goodness-of-example test as Rosch and Mervis (1941H) we will
disappointedly find that except certain metaphorsdensions which might not
be able to be conventionalized yet, almost all sownuld be selected as good
examples ofiao [{] ‘stripe’. This implies a crucial distinction begen the two
kinds of categories: the one has concrete exaniplpsototypes, the other has
abstract feature collections. For example, the dstfhanked feature difao [{%]
‘stripe’ is one-dimensional ‘extension in lengtlnd there might exist other
lower ranked features, like ‘relative flexibilitfTai and Wang 1990); those
features would construct an abstract mental ima@leaggacker 2000) with long
and flexible prominent features yet quite unstableactual shape. With the
observance of the high-ranked features, the corafepie classifier can alter to
any shape and any size to meet speaker’s needtleatized cognitive model
(ICM) in Lakoff’s (1987) sense. Therefore the scopgoodness would be very
large.

Based on Kleiber's (1990) model and Tai and Var(@990) data, a
preIimirslza}ry illustration of the feature compositiohtiao [{] ‘stripe’ is shown
in Fig. 3.

F, extension ii
length

Fn ”}elative
mao jir flexibility
‘towel’

Figure 3. Prototype-based structure and feature connecfita®[ ] ‘stripe’

As we just observed, all examples, except some abhest metaphorical
extensions, would be regarded as prototypical @dgexamples ofiao [{%]

‘stripe’; Fig. 3. gave the reason for the phenommermecause all of the nominal
categories link to the highest-ranked featurg (€xtension in length’, be it in

20 5ur model also agree with Tai and Wang (1990) &t features are ranked, as they proposed that
in Chinese the feature ‘length’ is always moreesglithan ‘consistency’; therefore when these two
features both select a classifier, the one mappéidet feature ‘length’ would win out. For example,
though both are able to modify lengthy thingiso [{5%] ‘stripe’ is prototypical for the feature
‘length’ and gen [f]‘root’ is prototypical for the feature ‘consistgric However, in Chinese, the
frequency otiao [{%] ‘stripe’ is much more thagen[45]‘'root’; moreover, unliketiao [{5%] ‘stripe’,

gen [1]‘root’" does not have rich natural extensions andtaphorical extensions. Those are
supporting evidences for the fact th#go [] ‘stripe’ is ranked higher in saliency thagen
Ligi]‘root’.

The variation of perspectives would definitely cgarthe saliency in categories, be it categories
of classifiers or nouns. It should put clear thetduse our focus here is the sortal classifierjuste
skip the inner structure of nominal referents fog time being; however, the nominal referents do
have their complex internal structures based otopees, but they might be represented as a more
concrete collection of good examplpes, like the &usch and Mervis(1975) proposed, but not
abstract features.
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solid line or dotted line, all of them would be eaitered as prototypical.
However, the linkages are not all in the same Bitgrand the same ways. The
nounyu ‘fish’, which received two solid lines with one tifem from Fk, would
be the most stable pair foiao [f%] ‘stripe’; the second prize would go to
‘road’, since though it receives only one soliceliiit directly connects with,F
Unlike the solid lines, which represent relativetyable relationship like
inherently inalienable features or unalterable prtps, the dotted lines show
weaker relationship between the two categories.eikample, towels are not all
the time interact with people in a long shape, dones they have to be staked,
and sometimes be twisted; therefore the connebtweermao jin‘towel’ and
tiao [[] ‘stripe’ is relatively unstable. This state ofstability would make
chances for other sortal classifiers to intervdoe.example kuai [#4] ‘chunk’

or juan [%] ‘roll'. This classifier comg)etition would not hapn to the nouns
linked totiao [ %] ‘stripe” in solid line$®. The loosest relationship would be the
one linked by indirect linexinwen‘news’. At first, tiao [{%] ‘stripe’ can only
combine withxian ‘lines’ by natural extension. Then the concepkiain ‘lines’
extended to cover the lines made of words; howewatice that nevertheless
there is no expression such as tiao zi‘a line of words’. The linking ofiao

[ %] ‘stripe’ and ‘lines of words’, though not realiz@s [Num+CL+Noun] series,
opens the opportunity for the nowim wen‘news’ to be able to link ttiao [{%]
‘stripe’, becausin wen‘news’ resembles to ‘a line of words’, and thedat
further links totiao [{] ‘stripe’; this is a situation of indirect connem we
have put in (23), and also the example of famigerablance in Fig.1.

Therefore prototypes are composed of ranked featuhéch are shifting all
the time: they are moving upwards or downwards ihiexarchy, or moving
outwards or inwards among categories. Prototypag quh important role in our
interactive model: they are abstract container$ witgroup of ranked features
which define the gestalt image of the categorypum case, sortal classifiers.
Features that are not included in the prototypesaoked lower in hierarchy,
would under the risk of being shadowed when prdfila higher-ranked feature,
as the feature rankedwe have seen in stage 2 of (22) showed. Such sliaglo
would also occur when certain higher-ranked featigreon the way to be
generalized to hyponyms, but some lower-rankedifeatjust block the process
of generalization. For example, in (20), if thegimial specific content properties

2 One thing needs to be made clear is, for the youfish’, people of some dialects, or even some
native Mandarin speakers, would like to use thesifierwei [='] ‘tail’, but not tiao [ %] ‘stripe’, or
regard both of them as good. This is caused bymlltistinctive perspectives shared by a group of
people. The information of the two kinds of choieesild be recorded in both the noyn‘fish’ and
the two distinctive classifiers for reference iruabstatus. However, such variation is differentrir
the one ofmao jin‘towel’; the choice of the sortal classifiersmfo jin‘towel is influenced by the
way people interact with it, that is, different pbaof function might play an important role in
judging appropriate classifiers. While fgu ‘fish’, the change of saliency is not due to the
alternation of shapes or other salient featureswhich part of its body is being focused by a grou
of people conventionally. Therefore for the samtityeu ‘fish’, both wei [='] ‘tail’, and tiao [{]
‘stripe’ ,and everzhi [£] ‘a bird’ can be coded as;Fwhile the most appropriate classifier foao

jin ‘towel’ might be judged by the ranked features heatassifier donates: which one has F
compatible with the immediate functionmfo jin‘towel’, which one would be the better. Therefore
we would not say the co-existencevedi [='] ‘tail’, tiao [f%] ‘stripe’ ,andzhi [&€] ‘a bird’ for yu
‘fish’ defines a competition.
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of ba [#1] ‘handle’, for example, using palms but not fingjeor being restricted
to the size of a fist, do not fade away, the gdization ‘use hand(s)’ can not be
achieved. As Langacker (2000) said, “Meaning isceptualization.” Through
the embodiment of the mapped concepts, we mighthgeiccess to the abstract
feature groupings of sortal classifiers.

4.3 Applying the model

We have mentioned in (24) that there are threeskiofdmotivations for the
emergence of sortal classifiers: the interactioretwben classifiers, the
interactions between classifiers and their nomiatdrents, and the connections
among nominal referents. We will use our modeliltastrate how these
interactions motivate the emergence of sortal iflass.

The interactions among classifiers involve contjmets. For example, in
(21), we have seen three kinds of classifier imtgwas. The mappings of (21)
would be illustrated with our model as in Fig. 4k8.Fig. 4, though there are
two sortal classifiers mapped hoia ‘picture’, both maintained its own specific
function because they refer to different interawiofunctions, and to different
semantic features. In Fig. 5, the two classifiefsrto the same prototypical

hua ‘picture’ zhangCLs:

F, stretct
F, plane

F1 painting:
F,object to be painted

on, like paper or wall
F; be hungornot <

F, sprea
F, with axis

Figure 4. Classifier competitions: coexist.

meimao'eyebrow’

F, roac
F, long path

F;, eyebrow
F,with length
Fs with color

...... F, stalk of plant

F, stalk of hair-
like things

Figure5. Classifier competitions: one wins, one dies.
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lu‘road’ daoCLs

F, roac
F, long path

F, roac
F, with length

F, stretch
in length

tiao CL«

Figure 6. Classifier competitions: one wins, one changes.

feature ofmeimac‘eyebrow’; as a result, théao[3fi] ‘road’ wins out. However,
because other applications of the classifing [#<] ‘stalk’ are also being
substituted, the lexeme died as a classifier, thaiij exist as a noun. Finally,
in Fig. 6, the original linking oflao [3fi] ‘road’ andlu ‘road’, though apparently
a very strong connection due to the linkage ;ofhFboth ends, surprisingly failed
the contest because of the requirement of phoaaticconceptual dissimilation.
However, it appears that the classifiéao [ifi] ‘road’ is still active and
productive in other applications, so it is stillailable as a classifier, as Fig.5
shows.

As for the interaction of classifiers and nonhimeferents, take (22) for
example; the inter-categorial feature transmissibrduo [5[3] ‘prosperity’ is
illustrated in Fig.7.

hua‘flowers’

F, flowers
F.charming

_ Fismiles
® F, charming

weixiao
‘smile’
wanxia‘sunset’

F.prosperous plants

Figure7. Feature re-ranking and inter-categorial featumegmission

As we have already stated in (22), there are tbtages of interactions: first, the
original semantic properties become hypernyms; redicthe hua ‘flowers’,
which are subsumed intluo[-] ‘prosperity’ after the application of stage one,
got profiled and donated the feature ‘charming’thie duo [4-] ‘prosperity’;
finally, the newly- acquired property ‘charming’ tohed to oﬁer nouns which
are considered charming conventionally (likeixiao ‘smile’) or selectively
(like wanxia ‘sunset’); for this connection, the former is centionalized and
therefore more stable, so a solid line is adoptedije the latter is a value
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depending on people’s temporary perspectives dedaso a dotted line is
adopted; so for those who do not agree thahxia ‘sunset’ is charming, a
relatively neutral classifigsian [+ ] ‘slice’ might be preferred.

The last connection we observed is the one dirkk@ong nouns, and this
linkage would affect the behavior of sortal classd indirectly. (23) is an
example of this kind of connection, and the illagon with the interactive
model is in Fig. 8: at the preliminary stages, ofi¢he highest-ranked feature
‘trees with roots’ went from subordinate featurestiperordinate features; then
with the extended feature ‘with rootsgufa ‘hair’ can be subsumed. Afterwards,
through the connection of the feature ‘soft andgloof toufa ‘hair and
xiangpijin ‘rubber band’, a new linking ajen[13]'root’ and xiangpijin ‘rubber
band’ is established, and a new usaggerf{1-]‘root’ emerges.

What needs to be clarified here is that, though iated by nouns, the
feature ‘charming’ and the feature ‘soft/long’ dotrhave equal status in the
cases ofduo [4] ‘prosperity’ andgen [f]‘root”: the former is much more
internalized in 'the feature groupings of class#fjewhile the latter is not, as
Fig.7 and Fig.8 demonstrated. The two featuresdiifom each other in their
relative independence: for example, we do notysagn yua fish’ oryi gen she
‘a snake’, because the connections between thesrfeaturing ‘soft/long’ and

genClLy toufa‘hair’

F1 soft/ long

F, straigt/ F, with roots
plants-with-roets
trees-with+reots

F, elastic
-(» "F, soft/ long

F; plan
F, root
Fssoft/ long

xiangpijin

catgrass’ ‘rubber band’

Figure 8. Indirect connection through nominal referents.

gen[f{]‘root’ is too weak, i.e. the feature ‘soft/longhauld be introduced by a
media which bears not only the feature ‘soft/lormit also the essential features
mapped withgen[f:‘root’. However, the feature ‘charming’ is intefized into
the feature cluster afuo [/<] ‘prosperity’ through the profiling of the feature
‘flower’; therefore, anything that is charming cdme linked toduo []
‘prosperity’ metaphorically. Hence the feature ‘chang’ seems to be rTmre
independent than the feature ‘soft/long’, and thdkie reason we treat them
differently in the two figures.

Many people, especially foreign learners of Chineseven teachers who
teach Chinese regard the system of classifiers atoriaus for its
unpredictability; therefore the most sagacious fgpslearning classifiers seem
to be memorization. However, through the constomctdf the generalization
paths and the linking mechanisms of classifiers mmghs, it might be possible
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that the whole picture of classification would taonbe straightforward and easy
to learn. To facilitate learning, the first steptds give learners the model of
internal structure that could generate out thealfeishage of a certain classifier;
then use feature mappings to search for suitabl@séor the classifier. This is
the reversing way of conventional learning: usydiarners acquire a certain
classifier when they learn nouns. The random agguiof classifiers would
reduce the efficiency of learning. Through oveealtl systematic exploration to
classifiers, the learning could be facilitated. Hoer, sometimes some irregular
patterns would break the consistent mappings skilars; it is such irregularity
that makes the acquiring of classifiers so difficth the next section, we will
see two cases of such irregularities.

5. Under-prediction and over-prediction of the model

If the model we proposed above is not as usefaexpect, there might be
two reasons, and both of them refer to the incotesty with actual
combinations of classifiers and nouns: on the dde, she model is under-
predicted; on the other, it might over-predict sogepping combinations.
However, at least for the two general cases weddwlow, solutions can be
provided.

The representative case of under-predictiomésgeneral sortal classifiers,
which can combine with many heterogeneous nounkowit considering the
inherent feature rankings or compositions of cfassi. For examplezhi[£] ‘a
bird’ is such a classifier. To accommodate to tbatemporary grammatical
requirement that a noun must be preceded by aiftdaswhen occur with
numeralszhi[&] ‘a bird’ is widely adopted as a general classjftbe entities it
can combine are exemplified in (26).

(26) a.chibang'wing’, erduo‘ear’, xie ‘shoe’,yanjing ‘eye’
b.chong'‘insect’, niao ‘bird’, xiang‘elephant’,yu ‘fish’
c.pingzi‘vase’,langzi‘basket’,wan ‘bowl’, chahu‘teapot’

(26a) map to the central meaningzbfi [£] ‘a bird’, which originally means
‘one of a pair of birds’; the feature ‘one of ampas maintained, while the
restrictions on the entities of the pair are rethxXénlike (26b), the feature ‘bird’
decomposed from the feature ‘a pair of birds’ aedegated to all animals, a sort
of being hypernymized. Finally, in (26c), a furthd®composition extracts the
abstract size feature of the feature ‘bird’, by etha group of things featuring
the similar size of bird, i.e. a size which is al8® user-friendly size in
interactions, are subsumed. Therefore the conmecti@tween the nouns and
the classifiers are not arbitrary, but demand nedferts to trace back, partially
because of the mutual dissimilarity at the two eofdthe chaining connections.
However, if the decomposition of the features anlde tfollow-up
hypernymization applies recursively, it is possitilat at last no one consistent
feature can be recognized among classifiers anahspdge [ {f#f] is such an
example which is on its way to the extreme grameaéitied end, that is, to bear
relatively empty semantic features inside with atust of being grammatical
linker or filler. However, when a classifier gramticalizes to its end, it is
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natural that no semantic mapping can be achieves tduacute semantic
bleaching during the grammaticalization processer&fore such classifiers
would not be concerned here.

The other possibility of inconsistency is oveegiction. For exampldjao
[f%] ‘stripe’ is a classifier that seems to go throughe process of
hypernymization: the feature ‘aquatic lengthy animiayu ‘fish’, generalized to
the hypernym ‘animal’, and therefore apply to mamymals. However, some
irregular patterns exist; for example, we gayiao gou‘a dog’, but notyi tiao
mao ‘a cat’ in Chinese. It is quite unexpected sindeew we exemplify four
legged animals, dogs and cats would both be rasedomd examples and
therefore equal as being basic level terms. Trgudar pattern would make our
feature-setting mechanisms seem to be too powerful.

However, dialectal differences might providewith a possible solution. In
Hakka, all four-legged big animals would combinethaiau [f] ‘stripe’,
including dogs; while all fowls, including cats,eaclassified withtsak[£] ‘a
bird'. It is interesting that the use dfau [f] ‘stripe’ in Chinese and Taiwan
Southern Min (TSM) is rather restricted: in theldaling chart, the only one
animal combined withiau [{%] in TSM is ‘fish’, and in Chinese the only two
are ‘fish’ and ‘dog’; however, all of them can hather combined with other
classifiers, likezhi [£] ‘a bird’ andwe ['='] ‘tail’ in Chinese andchiah[£] ‘a
bird’ andboe[='] ‘tail' in TSM.

(27)
Nouns Chinese TSM Hakka

dog tiao[ ]/ chiah[£] t"iau [{%]
zhi[E]

cat zhi[E] chiah[£] tsak[E]

deer tou [FET)/ chiah[£] tiau [5]
zhi[E]

bear touizhi [ £ ] chiah[£] tiau [[%]

horse | pi [l*]/ pit [U*]/ tiau [ 5]
zhi[&] chiah[&]

tiger tou [pET)/ chiah[£] tiau [5]
zhi[E]

lion tou [T/ chiah[£&] tMau [{%]
zhi[E]

fish tiao[ [&]/ chiah[E ]/ tMiau [/
zhi[E]/ bod"=']/ mi [=']
we ='] tiau [ %]

worm zhi[E] chiah[E ]/ mi[=']

boe[=']

mouse | zhi[E] chiah[£] tiau [5]

chicken | zhi[&] chiah[&] tsak[E]

duck zhi[E] chiah[£] tsak[E]

goose | tou [pE)/ chiah[£] tsak[£]
zhi[E]

frog zhi[E] chiah[£] tsak[E]
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A possible motivation for the inconsistent mappirfigdog’ and ‘cat’ totiao [{%]
‘stripe’ is that, the use of'iau [{£] ‘stripe’ in Hakka affect the choice of
classifiers in Chinese partially: the mapping obdgddand ‘cat’ tot'iau [f]
‘stripe’ andtsak [E£] ‘a bird’ is copied from Hakka to Chinese, but theher
consistent correspondences are not. Therefore #tterp of thetiau [f%]
‘stripe’ andtsak[£] ‘a bird’ are still transparent and compreherssibihile
the pattern ofiao [{%] ‘stripe’ andzhi[£] ‘a bird’ in Chinese are opaque. What
seem to be worse is , the follow-up neutralizationl generalization afhi [£ ]

‘a bird’ in Chinese further obscured the rationafethe sorting. Therefore the
mapping between dogs atido [{%] ‘stripe’ and between cats armthi [£] ‘a
bird’ turns to be like random cases. As for thdedént standard of sorting in
Hakka, non-linguistic factors might be able to pdav the rationale. The
asymmetric status of dogs and cats in Hakka camdieexplained with the fact
that since Hakka people mainly engage in farming Ilfeing, the dogs,
conventionally regarded as loyal, brave, and sntad)d be viewed the same
with other big animals, like cows; while cats, whiare negatively viewed as
gloomy or capricious, could only get sorted as kiatus fowls, like ducks and
chickens. Therefore, with the premise that langsagays contact with each
other, and features recursively decomposed andrgées to cover more
concepts, it should be more careful when we wantcémstruct a clear
emergence path or connections of classifiers.

6. Concluson

In this paper we demonstrate an interactive modsét on the experiential view
and the schema-setting of Lakoff (1987) and Johnd®@87), the theory of
categorization grounded on prototype effects (Rasuth Mervis1975), and the
intercategorial continuity illustrated by Kleibet990). With this model, we can
draw connections among categories through the ddtiens of prototypical
features; and the connections can further providewith the traces of the
classification of sortal classifiers. This modehadso show the three kinds of
motivations that introduce or delete the intercaio@s among categories: the
interaction between classifiers, between classifiand nouns, and indirect
connections between classifiers and nouns intratiune mediated nominal
referents. For the irregular connections of sartassifiers and nouns that seem
not to be predicted by this model, we provide asialyhat can prove the long-
distance correspondences by simulating recursivplicagions of feature
decompositions and hypenymization (to become hymes) and use cross-
dialectal datum to show the effect of language @cmnfThis model can therefore
exemplify the dynamic aspect of the categorialcitmes centered by abstract
feature groupings but not by concrete basic lexah®les.
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