Film classification based on low-level visual effect features
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1 Introduction

What is a film? Film is a means of expression. Directors, actors, and cinematographers use this medium as a means to communicate a precisely crafted story line. This communication operates at several levels: explicitly, with the delivery of lines by the actors, and implicitly, with the background music, lighting, camera movements, and such. This fact in film making suggests that knowledge of cinematic principles can be exploited effectively for the understanding of films. As the development of Internet and computer techniques makes it possible to watch a video via Internet, more and more people would like to watch a video at home or the office. Although we can watch or download movies from anywhere, these movies may not be suitable for every one. For example, children can download a movie and watch the violence or be scared by ghost, so parents need a system to protect their children. Hence, we propose a framework to classify the film categories based on low-level features and visual effect features from film previews.

Most approaches for shot boundary detection are to use histograms of frame feature data. Approaches using global histogram represent each frame as a single vector, and those using localized histograms generate separating histograms for subsections of each frame. Interframe distances are calculated using simple vector-distance measures to compare corresponding histograms. Localized histograms, used in conjunction with additional features such as edge detection, perform well when applied in the TRECVid environment.

2 Proposed Method

To classify video type, first, we collected all movies that were played in Taiwan from 2004 to 2006. According to these statistical data, the action/adventure, drama (including comedy, drama, romance), and thriller (or horror) movies make up almost 88% of the movies in each year, which means if we can classify these three types of movies, then we can classify most movies.

2.1 Shot Boundary Detection

Shot boundary detection is used in the video processing scheme to estimate the relationship between frames. In our approach, we extend this algorithm proposed in Ref. 6 for the detection of shot boundaries using color histogram intersection for the hue-saturation-value space. Let \( S(i) \) represent the intersection of histograms \( H_i \) and \( H_{i-1} \) of frames \( i \) and \( i-1 \), respectively. It is expressed as

\[
S(i) = \sum_{j=\text{allbins}} \min[H_i(j), H_{i-1}(j)].
\] (1)

The magnitude \( S(i) \) is often used as a measure of shot boundary in related works. The values of \( i \) where \( S(i) \) is less than a fixed threshold are assumed to be the shot boundaries. To improve the accuracy, an iterative smoothing of the one-dimensional \( S \) function is performed first. We have adapted the algorithm reported in Ref. 7 based on the anisotropic diffusion. This is done in the context of
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scale space. \( S \) is smoothed iteratively using a Gaussian kernel such that the variance of the Gaussian function varies with the signal gradient. Formally,
\[
S^{t+1}(i) = S^t(i) + \lambda[c_E \nabla_E S(i) + c_w \nabla_w S(i)],
\]
where \( t \) is the iteration number and \( 0 < \lambda < 1/4 \) with
\[
\nabla_E S(i) = S(i+1) - S(i),
\]
\[
\nabla_w S(i) = S(i-1) - S(i).
\]
The condition coefficients are a function of the gradients and are updated for every iteration
\[
c_E' = g(|\nabla_E S^t(i)|),
\]
\[
c_w' = g(|\nabla_w S^t(i)|),
\]
where \( g(|\nabla_E S|) = \exp(-|\nabla_E S|^k) \) and \( g(|\nabla_w S|) = \exp(-|\nabla_w S|^k) \). In our experiments, the constants were set to \( \lambda = 0.1 \) and \( k = 0.1 \). Finally, the shot boundaries are detected by finding the local minima in the smoothed similarity function \( S \). For average shot length, it is directly computed by dividing the total number of frames by the total number of shots in the preview.

2.2 Low-Level Visual Effect Features

We found that human feeling can be affected via movie rhythm. To analyze the rhythm, we define the moving effect features of shot change, which are denoted slow moving effect and fast moving effect to understand the tempo property.\(^8\)

2.2.1 Slow moving effect

This visual effect is a gradual change from shot to shot. Fade and dissolve are classified as this effect, because they usually need a long time duration in shot change.

2.2.2 Fast moving effect

This visual effect is two or more hard changes for the duration of a short time. This effect is mainly used in the classification of action and thriller films. These frames basically possess high contrast compared with their neighbor frames. In our experiments, if at least two abrupt cuts occurred in 0.2 s, we determined that the shot had a fast moving effect.

**Abrupt cut.** The total brightness difference will almost equal the brightness difference at the change frame, because there is only one rapid change in these durations.

**Fade.** Film minima brightness can be found in these durations because the fade must change between the original shot to black frames. Besides that, brightness change is gradually increased or decreased.

**Dissolve.** This technique is difficult to determine by brightness. Film minima brightness would not happen in these durations, because otherwise it becomes a fade. The brightness change can be gradually increased, decreased, or stay unchanged. If a shot change can be detected and cannot be recognized as abrupt cut or fade, we classified this shot change as dissolve.

We only need to find fast and slow moving effects. Thus, we designed a rule to classify these two change modes (denoted as \( CH \)), which we present as abrupt cut and gradual change (including fade and dissolve). From the change mode, \( B \) denotes the neighboring frame’s brightness, and \( B_d \) represents the brightness difference between two frames. The classification rule is defined as
\[
\begin{cases}
CH \in \text{abrupt cut,} & \text{if } 0.8 < T, \\
CH \in \text{gradual change,} & \text{otherwise},
\end{cases}
\]
where \( T = \frac{\max(b) - \min(B)}{\max(\abs{B_d})} < 1.2. \) This threshold boundary is an empirical value for our testing data. With this classification rule and the visual effect definition, we can extract the fast and slow moving effects.

By using the frame numbers that were detected as fast or slow moving, we calculated the distance between two neighboring frames and obtained a new vector. Quantizing this vector, we compute the relative histograms normalized to 1. It can obtain two new features defined as fast moving effect distributions \( (f_s) \) and slow moving effect distributions \( (s_s) \). In our experiments, we set the total length of visual effect distribution as 100. We will further estimate the values of these two features denoted as \( F_{me} \) and \( S_{me} \) and expressed as
\[
F_{me} = \sum_{l=1}^{n} l \times f_s(l), \quad S_{me} = \sum_{l=1}^{n} l \times s_s(l),
\]
where \( l \) is the length index of visual effect distribution, and \( n \) is set to 100. If one kind of visual effect never occurred in a film, we set its visual effect value as 100. The visual effect value can serve as the expected value of how often this visual effect occurred in a film. That is, the lower the value, the more frequent the visual effect.

2.2.3 Lighting key

Lighting is an important dramatic agent and can also be used to direct the attention of the viewer to a certain area of importance in the scene. There are many ways to illuminate a scene. We adopt the scene quantity \( \xi_i(\mu, \sigma) \), which is defined as a measure of the lighting key of a frame \( \xi_i = \mu_i \times \sigma_i \), where \( \mu \) and \( \sigma \) are the mean and standard deviation of \( i \)th key frame.\(^{1,9}\)

2.2.4 Motion content

The motion content represents the amount of activity in a film. Obviously, action films would have higher values for such a measure, and less visual disturbance would be expected for dramatic or romantic movies. To find visual disturbance, a method based on the structural tensor computation was used, which is described in Ref. 10.

2.3 Classification Processing

We chose the visual effect value and lighting key as primary features to build a classifier tree, as shown in Fig. 1.
Each branch of a decision tree represents a test outcome based on the decision rule, and the leaf nodes represent the classes or class distributions. The first decision rule is visual effect value, including the fast moving effect value $F_{me}$ and the slow moving effect value $S_{me}$. We will calculate the threshold $T_{fm}$ and $T_{sm}$ to distinguish a film that belongs to the drama or nondrama category. For a film $F_i$, the decision rule is defined as

$$
F(i) \in \text{nondrama}, \text{ if } F_{me} < T_{fm} \text{ and } S_{me} < T_{sm}, \\
F(i) \in \text{drama}, \text{ otherwise.}
$$

(9)

The second decision rule is the lighting key. This feature can be used to distinguish action or thriller films. The lighting value is expressed as $L$. Classification trees calculate a threshold $T_l$ and distinguish action and thriller films by a decision rule

$$
F(i) \in \text{action}, \text{ if } L > T_l, \\
F(i) \in \text{thriller}, \text{ if } L \leq T_l.
$$

(10)

Thus, we can express all decision rules defined as

$$
F(i) \in \text{action, if } F_{me} < T_{fm} \text{ and } S_{me} < T_{sm} \text{ and } L > T_l, \\
F(i) \in \text{thriller, if } F_{me} < T_{fm} \text{ and } S_{me} < T_{sm} \text{ and } L \leq T_l, \\
F(i) \in \text{drama, otherwise.}
$$

(11)

3 Experimental Results

We used 44 film previews to demonstrate our proposed method, including 9 thrillers, 10 actions, and 25 dramas (including comedies). For each preview, video tracks were analyzed at a frame rate of 12 f/s. We choose 6 film previews, and the total number of abrupt cuts and gradual changes (including fades and dissolves) is 484 and 176, respectively. Figure 2 shows the variability of average shot length. The box length is represented by the standard derivation of this cluster. From this figure, it is clearly known that the average shot length in action films is shorter than in drama and comedy films, which means the action film has a faster tempo than drama and comedy films do. Motion content and color variance distribution are shown in Fig. 3. From Fig. 3, the activity in an action film is higher than in

Fig. 1 Film classification method. A two-layer classifier and the corresponding decision rule.

Fig. 2 Variability of average shot length. Boxes from left to right: action, thriller, drama, and comedy.

Fig. 3 Distribution of motion content and color variance.

Fig. 4 Distribution of visual effect value.
The parameters of Precision and Recall\(^1\) are used to evaluate the performance of visual effect detection. Precision and Recall are denoted the accuracy of detection and the ability of detection, respectively, expressed as

\[
\text{Recall} = \frac{N_c}{N_a} \times 100\% , \quad \text{Precision} = \frac{N_c}{N_d} \times 100\% ,
\]

where \(N_c\), \(N_a\), and \(N_d\) are the number of correct detected, actual occurred, and detected, respectively. Table 1 presents the detection results of abrupt cut and gradual change. On the other hand, we indicate two feature sets \(F_a\) and \(F_b\) to evaluate the performance of these features. \(F_a\) contains the average shot length, lighting, and fast and slow moving effect values. \(F_b\) contains the average shot length, lighting, motion content, and color variance values. Table 2 presents the average precision of classification result corresponding to feature set. For this result, we demonstrate the visual effect features are more suitable than motion content and color variance.

### Table 1 Detection results.

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>Action</th>
<th>Thriller</th>
<th>Drama</th>
<th>Total Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>(F_a)</td>
<td>85.19%</td>
<td>81.48%</td>
<td>74.07%</td>
<td>80.24%</td>
</tr>
<tr>
<td>(F_b)</td>
<td>62.96%</td>
<td>77.78%</td>
<td>40.74%</td>
<td>60.49%</td>
</tr>
</tbody>
</table>

### 4 Conclusions

In this paper, we have proposed a method to perform movie classification that combines four low-level features and visual effect features. The results indicate that combining visual cue with cinematic principles can provide powerful tools for genre categorization. In other words, our proposed approach can serve as a prefilter in selecting what kinds of movies you want to watch on the Internet.
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